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The diminishing use of fossil fuels has encouraged the search for alternative 
energy sources, one of which is the electric car. However, public acceptance of 
electric cars in Indonesia is not widely understood. This study aims to analyze 
public sentiment towards electric cars based on data from X social media. The 
dataset used consists of 3,450 data, which is analyzed using two machine 
learning methods, namely Support Vector Machine (SVM) and Random Forest. 
The research was conducted in three scenarios: SVM kernel comparison, 
Random Forest performance evaluation with various numbers of n-
estimators (1, 10, 100), and performance comparison between the two 
methods. The experimental results show that Random Forest with 100 n-
estimators produces the highest accuracy of 90.72% and F1-Score of 87.54%, 
while SVM with RBF kernel produces 89.35% accuracy and F1-Score of 
85.15%. The performance difference of 1.37% shows that Random Forest is 
more effective in this sentiment analysis. 
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A. Introduction 
The industrial revolution in the 1900s caused the world's energy sources to 

undergo several changes. One of the most influential changes is the change in the 
use of biomass such as firewood to fossils such as coal, petroleum and coal gas to 
meet energy needs. The increasing use of fossil energy causes greenhouse gas 
emissions that have an impact on climate instability and an increase in earth and sea 
water temperatures[1]. Statistics show an increase in fossil energy consumption 
worldwide. Increased consumption of fossil fuels increases carbon emissions in the 
atmosphere which impacts the environment as a cause of global warming[2].  

This proves that fossil energy has become a basic need of Indonesian society. 
Therefore, the energy transition from fossil fuels to the use of alternative energy 
sources requires support by the world community. This shift has a major game-
changing impact with the aim of slowing climate change and developing resources. 
Thus, researchers, designers, car manufacturers, and transportation agencies need 
to develop alternative energy resources, such as electric power, for vehicles as fossil 
fuels deplete [1]. The acceptance of electric vehicles in a country is greatly 
influenced by the public's view of the technology [3]. 
 Positive views play an important role in encouraging the use of electric 
vehicles, but there are also many negative views regarding their implementation. 
With many variations in public opinion, sentiment analysis is a relevant technique 
for mapping public perceptions of electric vehicles. This research is to analyze the 
sentiment of public response to the use of electric cars in Indonesia. The data used 
for sentiment analysis in this study were obtained from the X social media platform. 
Social media platform X is one of the social media platforms that is widely used by 
the public to convey opinions, both in the form of positive responses and negative 
responses, one of which is related to electric cars. 
 This research implements two machine learning methods, namely Support 
Vector Machine (SVM) and Random Forest. The selection of these two methods is 
based on the results of previous studies which prove that both methods are able to 
produce a high level of accuracy in sentiment analysis. Research specifically 
regarding the evaluation of Indonesian people's perceptions of electric cars has not 
been found through this approach. Therefore, this research is expected to contribute 
to understanding public acceptance of electric cars in Indonesia. 
 SVM has been used in several studies, including studies that discuss the use of 
SVM and Random Forest methods for sentiment analysis of user reviews of KAI Access 
on Google Playstore[4], sentiment analysis of online transportation using Word2Vec 
text embedding model feature extraction and Support Vector Machine (SVM) 
algorithm[5], sentiment analysis of the use of the Shopee application using the 
Support Vector Machine (SVM) algorithm[6], and sentiment analysis related to the 
transfer of Indonesia's capital city using the Support Vector Machine (SVM) 
algorithm[7]. In these four studies, SVM obtained accuracy results of 97% on KAI 
Access, 87% on the Gojek application, 82% on the Grab application, 98% on the 
Shopee application, and 96.68% on sentiment analysis of moving the capital city of 
Indonesia. Seeing from previous research, the SVM method shows quite high accuracy 
results. Therefore, in this study, the SVM method is used because it has the ability to 
work well on high-dimensional data, can handle complex and non-linear data using 
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kernels, and is able to produce an optimal separation hyperplane so that the resulting 
accuracy is higher than other methods[8]. 
 In addition to SVM, the Random Forest method has also been used in several 
studies, including sentiment analysis of Gojek and Grab users on Twitter social media 
using Random Fores[9], sentiment analysis of Dana application reviews using the 
Random Forest metho[10], and sentiment analysis of Yogyakarta Tentrem Hotel 
reviews using the Random Forest Classifier algorithm[11]. In these studies, Random 
Forest obtained accuracy results of 84% on the Dana application, 76.25% on Grab and 
Gojek application users on social media, and 90% on Tentrem Yogyakarta Hotel 
reviews. Seeing these results, Random Forest shows good performance because this 
algorithm is able to handle data that has many variables (high-dimensional data) by 
building a large number of decision trees and voting to get the final result[12]. 
Another advantage is its ability to prevent overfitting on large datasets, resulting in a 
more stable and accurate model[13]. Therefore, in this research, the Random Forest 
method is used as a comparison to see its performance against the SVM method. 
 
B. Research Method 
        The system for analyzing the sentiment of public response to electric cars in 
Indonesia with the Support Vector Machine (SVM) and Random Forest methods on 
the X platform used in this study is shown in Figure 1. The first stage before getting 
the results of the comparison of the two methods is data crawling, where data is 
taken from the X platform using the keywords “mobil listrik”, “ioniq5”, “AirEV”, “BYD 
Seal”. The next stage after the data is collected is data labeling, which is the process 
of labeling the data with a value of 1 for positive sentiment and 0 for negative 
sentiment.The next stage after the data labeling process is complete is 
preprocessing to clean and prepare the data. The data that has been processed is 
then divided into training data and test data. Furthermore, the data is processed 
using the SVM and Random Forest methods. The results of the two methods are then 
compared to determine the method that provides the highest accuracy in analyzing 
sentiment towards the use of electric cars in Indonesia.  

 

 
 

Figure 1. Constructed System 
 
         a. Dataset 
      This research uses Indonesian language datasets which are public responses 

to the use of electric cars in Indonesia obtained from X social media platforms. 
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Data collection is done through retrieving information from various sources 
called the crawling process method such as blogs, social media, and other 
websites. Labeling is done manually after the data is collected, then grouping 
the data into two classes, namely positive opinions and negative opinions. Table 
1 is an example of data labeling results 

 
Table 1. Dataset 

 
 
 
 
 
 
 
 
 
 
 
 
 

b. Data Pre-processing 
          The data preprocessing flowchart shown in Figure 2 in this study is conducted 

to ensure that the data is optimally prepared so that it can be efficiently used in 
the analysis and development of machine learning models. The data 
preprocessing stages applied include cleaning, letter folding, stopword 
elimination, stemming, and tokenization. 

 

 
 

Figure 2. Data Preprocessing Flowchart 
 
 c. Support Vector Machine 
            Support Vector Machine (SVM) is a learning method that has many 

advantages, making it very popular. SVM is supported by a strong theoretical 
foundation that is able to perform classification with a higher level of accuracy 
than most other algorithms[6]. The outermost data object in SVM that is closest 
to the hyperplane is called the support vector, this support vector is taken into 
account by SVM to be able to find the most optimal hyperplane while other 
objects are not taken into account [14]. In this study, SVM is used to classify 
datasets that have been processed in the pre-processing stage. The data used as 
input has been manually labeled into two classes, namely positive opinions with 
the label “1” and negative opinions with the label “0”. In this research, SVM acts 
as a text classification method by utilizing the concept of hyperplane. and in this 
research also compares the level of accuracy produced by various kernels in 
SVM. 

Label  Sentence 
1 Wuling Air EV nih mobil paling 

favorit gw sih. Gampang dibawa gw 
juga masih jomblo jadi cocok buat 
sendiri. Klo kalian suka sama Air EV 
gak guys? 

0 lah geotermal kurang green apelagi 
dah? secara literal tinggal ngerebus 
aer doang dari gas kentut bumi jadi 
energi lebih kotor tambang nikel 
buat tesla ama mobil jelek ioniq 
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d. Random Forest 
 In this study, Random Forest used a large number of decision trees during 
the training process to improve classification accuracy. The number of trees 
used in this study are 1, 10, and 100 trees. Random Forest is an ensemble 
method in machine learning that makes decision trees the basis for 
classification. One important aspect of Random Forest is the use of bootstrap 
sampling techniques to build prediction trees. Each decision tree makes 
predictions by randomly selecting predictors, and the prediction results from 
all will be combined using the majority vote method for classification or 
averaging for regression[15]. 

 

 

Figure 3. Random Forest Process 
 
  To get the final result, a decision tree is created by determining the root node 

and ending with several leaf nodes. Figure 3 is an illustration of the decision tree. 
 
 e. Confusion Matrix 
            Confusion matrix tables are used for classification model performance 

assessment by comparing the predicted results of the model with the actual 
labels in the data set. Through this evaluation, metrics such as accuracy, F1 
Score, precision, and recall are obtained which provide a more in-depth picture 
of the model's performance. There are four possible outcomes in classification 
evaluation, if positive data is successfully predicted as positive, it is called true 
positive (TP), if positive data is predicted as negative, it is called false negative 
(FN). If the data is negative and correctly predicted as negative, it is called true 
negative (TN), but if the negative data is predicted as positive, it is called false 
positive (FP). 

 
 Based on the true positive (TP), true negative (TN), false positive (FP), false 

negative (FN) values, the recall, accuracy, and precision values can be obtained 
with the following equations: 

Equation (1) shows the formula of Recall. Recall is metric that can measure 
ability model toidentify all class instances in the dataset. 
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                                                  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+ 𝐹𝑁
                                                                (1) 

Equation (2) shows the formula of Precision. Precision is a metric that measures 
the accuracy of the information to correctly identify instances of positive classes. 

     𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +𝐹𝑃
      

                                                                       (2) 

Equation (3) shows the formula of F1-Score. F1-Score is the average of the 
precision and recall. 
 

           𝐹1 = 2 × 
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑟𝑒𝑐𝑎𝑙𝑙)
      (3)  

 
Equation (4) shows the formula of Accuracy. Accuracy in the confusion matrix 
is used to measure how good a classification model is. 
 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
     (4) 

 
 
C. Result and Discussion 
 
        a. Model Evaluation 
          The test scenarios in this study were carried out with two classification 

models, namely SVM and Random Forest. The first scenario aims to determine 
the highest level of accuracy by comparing various types of kernels owned by 
SVM. The second scenario compares the performance of the Random Forest 
model with variations in the number of n-estimators. The data used in the test 
is obtained from the results of pre-processing on a dataset that has been 
processed in advance. The third scenario compares the results of both methods. 

     The first scenario is to find the highest level of accuracy by comparing 4 SVM 
kernels. Previously done is the separation of feature data into x and sentiment 
label analysis into y. By pre-processing text data into numerical 
representations carried out using CountVectorizer using n-gram (1, 2) to 
consider combinations of one word to two words. Based on the first scenario, 
the highest accuracy result is obtained by the RBF kernel which gets an 
accuracy result of 89.35%, F1-Score 85.15%. The following is a table of the first 
scenario test results. 

Table 2. SVM Results 
 

 

 

 

  In the second scenario, a comparison of the number of n-estimators in the 
Random Forest algorithm, namely 1, 10, and 100. The test results presented in 

Kernel Accuracy F1-Score 
Polynomial 89,20% 84,32% 

RBF 89,35%              85,15% 

Sigmoid 89,13% 84,01% 

Linear 89,13% 84,01% 

https://doi.org/10.33022/ijcs.v14i1.4649


  The Indonesian Journal of Computer Science 

https://doi.org/10.33022/ijcs.v14i1.4649  516 
  

Table 8 show that n-estimators of 100 produce the best performance with an 
accuracy of 90.72%, F1- Score of 87.54%. 

 

Table 3. Random Forest Test Results 
 

  

 

 

  In the third scenario, a comparison of the results between the two SVM and 
Random Forest methods was carried out. The highest accuracy results are 
obtained by Random Forest with an accuracy of 90.72%, F1-Score 87.54%. 

 

Table 4. Comparison of The Results of The Two Methods 
 

 

 

  The first scenario aims to determine the accuracy level by comparing the four 
SVM kernels. The test results show that the RBF kernel produces the best 
accuracy rate of 89.35% and an F1-Score of 85.15%. In other kernels, the 
accuracy results do not show much difference.The polynomial and RBF kernels 
experienced an increase in accuracy of 0.15%, while the sigmoid and linear 
kernels produced the same accuracy results. The second scenario compares the 
Random Forest algorithm with different numbers of n-estimators, namely 1, 10, 
and 100. The best accuracy results were obtained with n-estimators set to 100, 
achieving an accuracy of 90.72% and an F1-Score of 87.54%. 

  The most significant increase in accuracy was observed when increasing the 
number of n-estimators from 1 to 10, which amounted to 5.15%. However, from 
n-estimators 10 to 100, the increase in accuracy was only 0.43%, indicating that 
increasing the number of n-estimators beyond a certain point did not lead to a 
significant improvement. The third scenario conducted a performance 
comparison between the two methods: SVM and Random Forest. The test 
results show that Random Forest produces the highest accuracy, with an 
accuracy value of 90.72% and an F1-Score of 87.54%. Meanwhile, the SVM 
method produces an accuracy value of 89.35% and an F1-Score of 85.15%. The 
difference in accuracy between the two methods is 1.37%, with Random Forest 
showing better performance 

 
        b. Sample Testing 
     Based on the results of sample testing on six text samples, the Random Forest 

model is able to produce fairly good predictions. From a total of six texts, the 
model successfully predicted five texts correctly, while one text experienced a 
prediction error. 

n-estimators Accuracy F1-Score 
1    85,14% 84,97% 

10    90,29%              88,18% 

100    90,72% 87,54% 

Methods Accuracy F1-Score 
SVM 89,35% 85,15% 

Random Forest 90,72%              87,54% 
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Table 5. Sample Testing Three Text Data Using Random Forest  

   

The model successfully recognized positive text with an original label of one, 
and was also able to predict negative text with an original label of zero. However, in 
one of the negative texts in the Indonesian dataset, the model incorrectly predicted 
the text “antara bakar sendiri terus nyalahin masaa atau ya dibakar aja biar diganti 
ioniq5 biar si paling EV ramah lingkungan.” The error occurred because this text was 
ambiguous, where the actual context was sarcasm. 

D. Conclusion 
      This research aims to develop a sentiment analysis program to evaluate public 
responses regarding the use of electric cars in Indonesia. The analysis was 
conducted using SVM and Random Forest methods, with a dataset consisting of 
3,450 tweets collected from platform “X”. The dataset was processed using both 
algorithms with the aim of determining which algorithm has the best performance 
in classifying positive or negative sentiment. This research provides results that the 
highest accuracy of 90.72% with an F1-Score of 87.54% was produced by the 
Random Forest algorithm while an accuracy of 89.35% with an F1-Score of 85.15% 
was produced by the SVM algorithm. This study concludes that Random Forest 
outperforms SVM due to its ability to handle pre-processing variations more 
effectively. Random Forest is an ensemble method that works by building multiple 
decision trees and combining their predictions. This ensemble approach reduces 
overfitting and improves generalization ability, which makes Random Forest 
algorithm superior to SVM method which is more sensitive to data scaling and 
kernel selection. 
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