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to the exhibition of artistic images since they can be accessed anywhere.
However, the artistic web suffers from being too passive and lacks in-depth
interactivity to keep people meaningfully engaged with an exhibition
virtually. This paper explores the exhibition of 3D images within a virtual art
gallery using an intelligent artistic web-based applications framework that
integrates Variational Autoencoder and 3-D Signed Distance Function Cycle
GAN (VAE-3DSDFCycleGAN) and quantitative questionnaire methods. The
virtual gallery utilises GAN architectures to produce diverse and original 3D
artworks, addressing traditional art galleries' spatial, viewing dimensions,
image quality, and accessibility limitations. The questionnaire was used to
evaluate the user’s satisfaction. The experiment was done on the Coco
African Mask dataset to generate 3-D images, yielding a high result and
satisfaction in terms of the ease of use and viewing of the artistic image
contents.
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A. Introduction

Art exhibitions involve artists showing case their creative artwork for people
to see and buy [1]. Protecting cultural history and heritage fosters a greater sense
of community and collaboration, ultimately promoting a strong and thriving
economy[2]. Museums play a crucial role in preserving historically significant
artworks and artefacts, but recent data indicates a decline in attendance and
overall impact, posing a threat to cultural preservation efforts.(Soumya et al,,
2023). The advancements in technology have made this historical heritage in
particular images to be kept using virtual applications[3]. These applications have
assisted artists in the management and selling of their art content.

Another benefit of this application is that users are not required to be
physically present at the museum to view art images. These virtual art applications
are done using HTML pages containing photographs, texts, links, and virtual reality
[4]. An immersive 360-degree view of the area surrounding a fixed location can be
obtained by using panoramic photos, such as those based on QuickTime VR.

In 2021, David Zwirner an American artist presented the collections of his
artworks in 50 online viewing rooms to potential buyers [5]. According to Zwirner,
in 2019 his gallery sales increased by 400%. This sales increment attests to the fact
that many artists are selling their artwork collections online without people
physically present at the museum or exhibition building.

Artistic web-based galleries have made a significant contribution to the
exhibition of artistic images since they can be accessed anywhere [6]. Traditional
web-based art galleries are often built with HTML which primarily displays static
content, requiring manual updates to add new artwork, which is a time-consuming
process and limits the variety and novelty of the content. While HTML can support
basic interactivity, it is limited in creating deeply immersive experiences. The static
nature of HTML-based galleries may not fully engage viewers [4]. Furthermore, the
conventional artistic web lacks a photorealistic image quality in real-time
interactivity consequently leading to a user's lack of satisfaction [7]

Numerous works have attempted to address this problem focusing on the
user's satisfaction. These methods include Dimensional Augmenter GAN (DiAGAN)
[8], X-dimensional GAN(XDGAN) [9], geometry-aware 3D GAN [10], 3D Deep
Convolution Generative Adversarial Networks (DCGAN) [11], etc., which have
performed to varying degrees of success, but none have given conclusive solutions
to address the challenging gaps. It is crucial to address the issue of imperfect 3D
image generation, lack of in-depth interactivity and lack of user satisfaction in art
web-based galleries. To generate three-dimensional images, this maintains real-
time interactivity.

Hence, it is crucial to address the issue of imperfect 3D image generation and
lack of in-depth interactivity to art web-based galleries to keep people
meaningfully engaged with an exhibition to show the creativity of the art
irrespective of users’ locations. The idea adopted is to allow the user to navigate
the shared features and dimensions underlying the artist's web-based gallery art
collection visually and creatively.

This study presents a Variational Autoencoder (VAE) and 3-D Signed
Distance Function Cycle GAN (VAE-3D-SDFCycleGAN). An encoder network and a
decoder network make up the VAE network. With the help of the prior distribution
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p(z), the encoder network compresses the 2D input data into a latent
representation, which the decoder network then uses to create new input data.
Reduced during training are the reconstruction loss and the Kullback-Leibler
divergence between the prior and the learned latent distribution optimize the
weights of the VAE.

The Web-based gallery applications can benefit artists in content
management and easy accessibility of the artist's work to the users. The
contributions of this paper are as follows:

e Application Development: designing and developing a newly proposed 3D
artistic web-based gallery application that could intelligently assist artists in their
art image contents management for users’ accessibility, thereby addressing a
critical aspect of being physically present at an art gallery building.

e Performance Evaluation: Detailed experimental evaluations of the
proposed framework were conducted on African art image datasets to test the
performance of the model and assign questionnaires to users to evaluate their
level of satisfaction in using the newly designed applications in real-life
environments.

e New GANs Framework: The development of a new GANs framework that
integrates Variational Auto-Encoder (VAE) with Variational Autoencoder (VAE)
and 3-D Signed Distance Function Cycle GAN (VAE-3DSDFCycleGAN) models. This
offers an innovative approach to generating 3D artistic images, thereby improving
image viewing.

To the best of our knowledge, not enough research has presented the user-
friendly artistic web-based gallery applications on inclined on Variational
Autoencoder (VAE) and 3-D Signed Distance Function Cycle GAN (VAE-
3DSDFCycleGAN). This paper is arranged in the following order: Section II
provides a preview of the work done in the area of virtual art and the selected
theoretical background of the proposed model, Section IIl presents a detailed
explanation of a VAE-3D-SDFCycleGAN model with a detailed design of the gallery
applications, Section IV focuses on the various experiments, evaluations, and
questionnaires used to test the model. The concluding remarks are shared in
Section V.

B. Related Works

Analysis of user experience during the pandemic was presented [1]to give a
clear perspective of experiences in a virtual art exhibition as an alternative art
space by using interview methods along with the artists and ecosystem. The
approach shows that virtual exhibitions can be reached by all groups in various
regions at any time.

The 3D cultural heritage was introduced by [12] to address the significance
of restoration, conservation, engagement, education, research, and ethics that
hardly exists in virtual 3D cultural reproduction. The authors combine a literature
review with quantitative and qualitative analyses of data through questionnaires
and workshops with groups of specialists and non-specialists. The results
demonstrate the importance of carefully designing 3D interactions in the personal

https://doi.org/10.33022/ijcs.v13i6.4505 9230


https://doi.org/10.33022/ijcs.v13i6.4505

The Indonesian Journal of Computer Science

and cultural contexts of end-users and cultural institutions to create authentic
cultural experiences.

Research [13] examined how digital interpretation and presentation
technologies affect visitor experience and developed a measurement framework
for the digital heritage experience to address the influence and effects of these
technologies on visitor experience. Digital display technologies were found to be
well-received by visitors and to have had a positive impact on certain aspects, such
as promoting exploration and advancing knowledge about the site. The study
employed a mixed method, combining semi-structured interviews with a
questionnaire based on a digital experience. The authors were unable to develop
an interactive web-based artistic museum for visitors.

Furthermore, the study by [14] focused on assessing the user experience
associated with mobile museums, tackling the problem of creating and assessing
an interactive digital storytelling platform intended for museum visitors. The User
Experience (UX) and data logging were assessed using methods like ethnography,
pre- and post-experience in-depth interviews, and questionnaires. The study
demonstrated how difficult it is to comprehend user experience (UX) and what
factors contribute to its effectiveness in diverse cultural contexts. The mobile
museum was able to show the artworks in a static position as the visitors can only
view the artworks in 2D.

A thorough evaluation of the virtual online tour in a museum was conducted
by work done in [15]. The authors interviewed users to learn about and analyze
their satisfaction with the tour. According to the study's findings, the exhibition
was interactive and had visual authenticity, but not enough behavioral
authenticity.

A user-centred evaluation model for audience experience and display was
researched and presented by [16] to address the problem of user experience on
websites in the context of the ongoing development of digital museums. To analyze
using three models, the authors employed twenty digital museums. An evaluation
of the three models' user experiences was conducted through the implementation
of prototype websites. According to the findings, user identity variations and
website content have an impact on user intentions, attitudes, and quality.

Effective visual communication in art design is a problem that was addressed
by the work presented in [17] a quantitative analysis of the impact of virtual
reality technology on visual communication and art design. The author was able to
prove, through the use of virtual reality technology, that a system of visual
communication design based on virtual reality can successfully increase the impact
of visual communication art design, with good design performance.

Furthermore, a user-focused platform was introduced by [18] for developing
virtual 3D exhibitions with VR capabilities. The goal was to make a wide array of
exhibits easily accessible and explorable beyond the limitations of traditional
museums. This platform allows users to collaborate with museum curators to
create interactive and immersive virtual 3D/VR exhibitions.

Theoretical Background
The following section will cover a brief overview of the theoretical
framework that was used to implement the suggested technique.
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1. Variational Auto-Encoder (VAE)

A generative model called a variational autoencoder (VAE) is specifically
made to capture the underlying probability distribution of a given data set and
produce new techniques. The autoencoder neural network is composed of two
deep learning-based modules, the encoder and the decoder [19]. Data is
compressed by the encoder and stored in a high-dimensional space called hidden
space. Equation (1) displays the encoder loss function.

loss =1 # — x .+ KLIN(u. 20 Il N(o. T)] (1)

Where x and y are the target sample and generated sample respectively, KL is

the Kullback-Leibler divergence. The encoder's output is represented by the means

and variance, u and X. The opposite is done by the decoder. In other words, it

creates a high-dimensional space out of the hidden space. The decoder's goal is to

generate an output equal to its input to guarantee that the hidden space extracts

the greatest amount of data from the dataset space. The decoder's loss function is
given as in equation (2).

loss =D(F) =GN E—x 1. (2)

Where ¥ is the target sample, y is the generated sample, D is the
discriminator, and p and X are the means and variance that the encoder produced.

2. Signed Distance Function (SDF)

The SDF is a powerful data format for storing distance values in 3D textures.
These distance values are a measure of how far the selected location is from the
surface. The specified distance function (SDF) represents the shortest distance
function from a point in space to a surface [20]. Typically, distances are given as
positive for points outside the surface and negative for points inside the surface. In
theory, a function can act as an SDF for an object if it has a gradient norm at every
point in space. Also, the gradient norm of the network output is constrained to 1
for the input points, these networks turn out to be hidden SDFs. The 3d-SDF is
defined as in equation (3)

F S5(x)=(-d(x.85)d(x,85) =(x e 5.xe5) (3)
X ={(P 5% ) biat (4)

Where the unsigned distance function is defined by @0 85) = minyzasllx =yl ;)
Shape 5 = B* where = €5 are points inside the shape, # € § are outside, * €95 are
shape boundaries, "l ={l....nL.F € B* are 3D point locations. The 3DSDF
approximation is defined as in equation (5)

_ ] i ) xX—-P;
E'{x] _ElE[ﬂ.wl{x]IL[( P ) (5)
Given an [x, y, z] spatial point as input, SDF derives the distance from that
point to the nearest face of the underlying displayed object. When a spatial point is
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inside (negative) or outside (positive) of an object's surface, it is indicated by the

sign of the SDF output as in (6).
SDF(X) =s:XeR® seR (6)

Where x, y, and z are groups of points that are used to represent an
underlying geometry.

3. Cycle Generative Adversarial Networks (CycleGAN)

Cycle GAN loops are used to transfer features from one image to another or
to compare the distribution of one image with another image. The Cycle GAN
framework was introduced for the image-to-image conversion task without a
paired training database [21]. Learning the mapping from the P domain (input) to
the Q domain (output) and vice versa is done by losing loop consistency. The main
connection between the two domains is the combination of the two losses and the
adversary loss, which is the cyclic loss as in (7).

Loan(G.Dg.P.Q) = By, 102D ()] + By, [10(1 - Dy (6 (PY )] )

Where G attempts to produce an image (D) and Do seeks to distinguish

between synthesized images G(F)and images q (in the Q domain). Whereas
opponent D seeks to maximize the objective cycle-consistency loss.

Leye(6.F) = Eyugyr,. o [IF(6®)) =PI ] + Egnsyr,, [I6(F (@) gl ] )

The cycle GAN model shows the most extreme unaided learning environment
possible by stretching its edges. The cycle GAN is fit for changing variety and
surface, showing the model's generalizability in an assortment of more extensive
territory applications led without matched information [21]. The CycleGAN
configuration isn't exactly equivalent to other GANs to such an extent that it
contains two arranging capacities (G and F) that go about as generators and their
related Discriminators (X} and D{¥): The generator arranging abilities are as in
(9) and (10).

G:X =Y 9)
Fi¥ =X (10)
where ¥ is the input image distribution and ¥ is the desired output
distribution. These have discriminators that match them: D) try to translate
mapping F similarly, while 2(¥) Pushes G to convert X (generated Output) into an
indistinguishable result of the target domain Y.

Baseline Models
The baseline theory that this research used is further explained in the
following sections.

1. Deep Convolutional Generative Adversarial Network GAN (DCGAN)
A generative G network and a discriminative D network make up the DCGAN
paradigm for image generation. The DCGAN image generation paradigm is
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composed of a discriminative D network and a generative G network [22]. Using
deconvolution layers, the G-network generates a neural deconvolution unit that
transforms d-dimensional vectors into images. The D network employs the same
structure as a traditional CNN to determine whether the data is an actual image
from a predefined dataset or G. In equation (11), the model training is displayed.

Minmax(D, 6) = Eyvp,,.  [10gD(x)] + Exp o [log(1 - D(6G)))] (11)

where Pdaralx), and Pziz1)) are the probability distributions of x and z,
respectively, and z is a dimensional vector of random numbers. (1-D(G(z)) is the
result Pziz) and D(x) is the probability that an image Pdaza(x) will generate the input. D
trains to make more correct answers than G, and G trains to make D think less by
lowering log (1 — D(G(z)),

2. Conditional Generated Adversarial Networks (cGANs)

This model can learn the input data and control the generated data using the
information obtained from generator G and discriminator D to establish the
relationship between different classes [23]. This model utilizes the minimax
objective function as in (12).

ming mnxﬂf{D. Gl = E, [lng{ﬂ{xh‘]}] + E; [ng('LD{G(z |_‘_|]}) (12)

Where * is the input, ¥ is the output and # is the random noise vector. A
thorough description of the proposed method for creating three-dimensional
images from two-dimensional artistic images can be found in the following section.

C. Research Method

A secondary data approach was used for data collection, and the data were
analyzed separately. The qualitative research method was used by the
investigators. To better interpret the data, qualitative research aims to
comprehend and explain the data. The use of quantitative research, which involves
analyzing the data collected numerically to make decisions, was also adopted.
Quantitative data were gathered for this study from simulations and empirical
analysis.

1. Methodology Detail

The investigation in this study employs an experimental research design.
This makes use of experimental data to back up positive claims about gaps and
contributions in section 1. In this study, the artistic image data contains the
historical African arts. The image is passed through data processing to remove
unwanted artefacts. The preprocess image is passed to the feature extraction stage
where the relevant features are extracted from the image. The extracted features
are passed to the image generation for training purposes. Furthermore, a
qualitative method was employed to validate user satisfaction with the newly
developed 3D web-based art gallery.
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2. Tools and Technologies

Since the application development is based on the client/server architecture.
It is important to give a brief description of some of the basic tools and
technologies that were used for the implementation of the system. Different
software was used in the research for analysis. The implementation was done
using PHYTON and Java programming languages. MongoDB Atlas database
(NoSQL) is used as the database. Expressjs is used as the backend framework,
react is used for the frontend framework and Threejs is utilised for the front end of
3D rendering was used for the website development environment, the reason is
that this database has been used and tested in various application development
environments. PHP was used as the main scripting language for the development
of the 3D web-based gallery function.

3. Development of 3-D Image Generation with CycleGAN
As illustrated in the system architecture in Figure 1, this section explains the
proposed approach. There are four stages in the proposed system framework: the
image acquisition stage (a), the image pre-processing stage (b), the image feature
extraction stage (c), and (e) the image generation stage. The following sections
provide a detailed explanation of the stages used in the implementation.

Vananon AuroEncoder

b -
- - Encoder b Decoder
> Network I ~ Neework -
-

| Signed Distancs Function |

- —
- Network " Network b
Py (G2)
Discriminator R o
RealFake | Network | S
@1 2) Real/Fake

Figure 1. Artistic 3D Image Generation with VAE-3D-SDFCycleGAN Framework
. Image Acquisition Stage
The experiments in this study used COCO Africa Mask art images [24]. The
dataset is images of African masks that will help readers experience the pinnacle of
African art. This dataset consists of 9300 images of African art.

ii. Image Pre-processing Stage
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The image pre-processing step is an important step in computer vision to
remove unnecessary noise and reduce the computational power of the proposed
model. After the image pre-processing stage, the final image is sent for image
normalization. To make it easier for machine learning algorithms to process the
images, all of them are rescaled to a standard image range, which is usually
between 0 and 1. This is done as shown in equation (13).

It = x—minlx)
" max(x) —minlx) (13)

The data point within the features is denoted by x, and max(x) and min(x) are
the maximum and minimum values of the features, respectively.

iii. Image Augmentation and Noise Removal

Data augmentation techniques are becoming more and more common in
other fields as well as being powerful tools for developing computer vision models.
By adding variances to the input data, these techniques aim to increase the size of
datasets and avoid overfitting. Data augmentation has applications beyond
improving overall performance; it can be used to assess how models are robustly
trained. The output of the augmented image is passed to the median filtering for
noise removal purposes.

iv. Feature Extraction Stage
The grayscale value difference between each image pixel qc and a circle with
radius R is used to create a binary pattern known as the Local Binary Pattern
(LBP). This is defined from the centre qc, as in equation (14).

LBFp a(p) = LEZ; 5(x) 27 (14)
The difference between the intensity level of the central pixel (9:) and the
neighbouring pixel(d=} Within a circular neighbourhood of radius R and P
neighbouring pixels are denoted as * = 9= ~ 9¢ this is shown in equation (15).

1 xz=0
SG) ={[I otherwise (15)
When a Neighbor is not precisely in the centre of the pixel, interpolation is
used. The LBP code is invariant to monotone transformations of image brightness
because of the label function s(x). Equation (16) illustrates how the histogram of
these various features can be utilized to describe the texture and characterize the
distribution of LBP patterns.

h=YY, Y% 6(LBR 1)) — k) (16)

The number of LBP patterns, k, satisfies the inequality 0 = ¥ = d =2 Here, §
represents the Heaviside function, while W and H refer to the dimensions of the
image.

v. Image Regeneration Stage
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To train the VAE encoder function, the normalized image output is fed as
input to the VAE-3D-SDFCycleGAN. The input image is reduced in size and the z-
compressed hidden vector is obtained by passing it through multiple layers in the
VAE. For the decoder to reconstruct the input image, the encoder first extracts the
mean and standard deviation of each latent variable.

vi. 3D Image Point Extraction
The 3D-SDF receives the output of the trained image and stores the three-
dimensional spatial points PER”"3. are extracted using the closest point distances,
k(p)€ER, to the surface points. In this case, the object's P value may be positive (+)
or negative (-). Equation (17) defines the distance function.

0, if xell)
—dist(x, 60} if xel)® (17)
A non-zero volume open set of points with an enclosed boundary is denoted
by 61, while x is the 3D point and dist is the 3D Euclidean distance. The definition

of 6.1 is the smallest distance, as given in equation (18), between any point on the
boundary and point x.

dist(x, 50) if xell
K(x) =

dist (x, 60) = it'l}fEd&:'_l_st{x.j‘] (18)

The sign of point x concerning the boundary ¢! is defined in equation (19).

1 if xell
signlx,6n) =4 0 if xed0
-1 if xe) (19)

Where the SDF in (13) is rewritten as in equations (18) and (19) as in
equation (20).

k(x) = dist(x, 60) - sign(x, 50) (20)

Where Q be a region in 3D Euclidean space with a boundary denoted by 8.
The distance from a point x in the region to the boundary 61 is defined as the
smallest distance from x to any point on the boundary. The three-dimensional
point extracted from the image is then used as input for the CycleGAN to create
artistic images in the following stage.

vii. 3D Image Generation Stage
Using a novel training scheme, we combine our new VAE-3D-SDFCycleGAN
system to address the challenge of reconstructing 3D objects from 2D RGB images.
A generative, encoder-decoder system called a VAE is used to learn complicated
distributions. A latent vector is created by sampling a set of Gaussians
parameterised by a vector of means and variances that the encoder creates after
observing samples from the target distribution.

https://doi.org/10.33022/ijcs.v13i6.4505 9237


https://doi.org/10.33022/ijcs.v13i6.4505

The Indonesian Journal of Computer Science

The decoder receives this vector and tries to replicate the original sample.
By selecting the latent vector from a normal distribution, this encoding system
makes generation easier. In addition to the encoder's loss having a regularizing KL
divergence term that encourages the Gaussians to resemble conventional normal
distributions, both networks are penalized based on the reconstruction error of
the sample. The GAN's generator network concurrently uses the VAE's decoder
network.

The latent vector is created by sampling the 400-dimensional vector of
means of variance that the VAE’s encoder creates from an image using Gaussians.
The reconstructed object is given to the discriminator to evaluate its validity after
the latent vector has been run through the decoder/generator network. Equation
(21) presents the loss functions for both the encoder and decoder/generator
networks.

loss = | £ — x l;+ KLIN(u, Z) 1| N(o, D] (21)

Where KL represents the Kullback-Leibler divergence, x is the target sample,
X is the generated sample, and p and X represent the means and variances
generated by the encoder.

The opposite is done by the decoder. In other words, it creates a high-
dimensional space out of the hidden space. To guarantee that the hidden space
extracts the greatest amount of data from the dataset space, the decoder's goal is to
generate an output equal to its input. The decoder's loss function is shown in
equation (22).

loss =D(F) -1 F—x 1. (22)

Where D is the discriminator, * is the target sample, ¥ is the generated sample
uand I gre the means and variance produced by the encoder. This system uses the
same discriminator and generator networks as 3D generation, and its encoder
network is a basic 5-layer convolution neural network. The generator only learns
every five batches during training, but the discriminator and encoder networks are
trained at every batch. This final point is crucial to the systems' integration; the
system won't converge if the encoder and discriminator aren't trained together at
each iteration.

4. Website Development of 3D Artistic Gallery Component

The 3D artistic web-based application gallery interface is shown in Figure 2,
this section explains the proposed approach. There are four steps in the proposed
system architecture: the image acquisition stage (a), the client side (b), and the
server side (e) the application side.
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Figure 2. 3D-Art Web-Based Virtual Gallery Framework.
5. Key Technologies

i. Threejs Library

Three.js is a cross-browser JavaScript library and application programming
interface used to create and display 3D computer graphics in a web browser using
WebGL. Three. Js is an application programming interface and cross-browser
JavaScript library that is used to create and display 3D computer graphics in a web
browser using WebGL. Three.js is a third-party library written in JavaScript that is
part of the webGL library. It is used to abstract the graphics interface, allowing for
the rendering of 3D scenes, lighting, and models. The design of the digital virtual
exhibition platform discussed in this study can be expedited by utilizing the
framework provided by three.js.

ii. The Web Graphical Library (WebGL)

WebGL, also known as the Web Graphics Library, is a collection of industry-
standard protocols for 3D drawing. WebGL integrates OpenGL and JavaScript.
Concerning web3D technology, webGL technology can address the scene rendering
issue. Because the hardware needed for 3D accelerated rendering can be provided
by webGL.

iii. Server
On the server side of the website, Nodejs was used as the server language.
The API from the front end is used to communicate with the server.

iv. Model & Database
The “model” and “database” are the most important sections in this website
development as they implement the art images and provide data to the front end.
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MongoDB Atlas database (NoSQL) is used as the database. Expressjs is used as the
backend framework, react is used for the frontend framework and Threejs is
utilised for the front end of 3D rendering.

v. Overall Website Design

The general framework of the system and the associated Web3D functional
framework comprise the overall design planning of a digital virtual exhibition
platform built on 3D web technology. There are three main tools for developing the
3D web function subsystem. WebGL and js. To create the Obj file, 3DSmax must
first build the 3D model. Next, use three. Js to build web3D's operating domain. The
scene is then rendered by combining with WEBGL, and at last, the scene is built.
This is done by calling the Obj file via the input statement on the created web page.

Using Web3D technology as a foundation, the interactive tool was created.
Xj3D is used to manipulate the scene in the X3D model, and a MySQL database
stores data about 2D artworks, like paintings and tapestries. The tool was created
in Java and manages scenarios that are described in an X3D file.

vi. Use Case Diagram

This is used to depict the interaction among the elements of the art web-
based gallery. It is also used in system analysis and design to identify, clarify, and
organise the system requirements of the art web-based gallery. In this research,
the main actors of the art gallery are the administrator, system user, customers,
and the artists who perform different types of use cases such as managing art,
uploading art, uploading art, uploading art, updating the gallery, and managing the
gallery. The elements of the UML use case diagram of Art web-based gallery system
development are shown in Figure 3.
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Manage user and Make Orders

full application

\ Manage Make Payment
Customer

Manage Order
Manage Order

Manage Art stock

Figure 3. Use Case Diagram for Art Web-Based Gallery.

6. Evaluation Metrics
The proposed model is evaluated with two different evaluation schemes:

i. Qualitative Evaluation Scheme
To demonstrate how well the used model performs in terms of image
sharpness, the image enhancement is visually examined for qualitative assessment.
The following qualitative evaluation metrics are used in this study: Fréchet
Inception Distance (FID), Peak Signal-to-Noise Ratio (PSNR), Structural Similarity
Index Measure (SSIM), Inception Score (IS), Chamfer Distance (CD) and Learned
Perceptual Image Patch Similarity (LPIPS).

ii. Quantitative Evaluation Scheme
The questionnaire is assigned using a Google form and sent to the users to
evaluate the performance of the system.

D. Experimental Evaluation and Results

This section showcases various experiments conducted to generate historical
artistic images using the suggested methodology. The configuration, parameter
settings, and simulation of the experiment are covered in the next section.
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1. Experimental Configuration and Parameter Setting

The Tensor Flow library was installed independently on a Python Google
Collaboratory computer, and the training and testing procedures were conducted
on a computer equipped with a GPU frequency of 2.5 GHz. On the publicly
accessible African Coco mask and CelebFace datasets, experiments were conducted
both quantitatively and qualitatively. Each dataset was validated using specific
techniques, as detailed in Section 2.2. Throughout the simulation, ten thousand
frames were sampled. The epoch number is 250, the training batch size is 1500,
and the generator and discriminator learning rates are 0.0001. During training,
stability and speed are increased by the values selected for the training rate and
batch iterations. The next section provides a detailed description of the
experiments.

2. Hyperparameter Selection for VAE-3DSDFCycleGAN
During the implementation, the VAE-3D-SDFCycleGAN model parameter

values were set to the following as shown in Table I.

Table 1. Hyperparameter used for training vae-3D-SDFCycleGAN

implementation

Values
Discriminator hidden size 128
Leaky _alpha 0.01
Discriminator Learning rate 0.0001
Generator Learning rate 0.0001
Epochs 250
Batch Size 1500

3. Experiment 1: A Qualitative Evaluation of the Proposed Model and the
Existing GANS on Coco Africa Mask Dataset
This study aims to showcase how various image generation techniques affect
the COCO African Mask dataset's quality. The images produced using 3D-SDF-
CycleGAN and other chosen methods can be seen on the right side of Figure 4.
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a)original Image b)VAE-3DSDF-CycleGAN c) cGAN d)DCGAN

e)original image f) VAE-3DSDF-CycleGAN g)cGAN h)DCGAN

Figure 4. Qualitative Evaluation of 3D Artistic Image Generation on the
Proposed Method and Other Selected GAN Methods.

Figures. 4(a), (e) shows the original artistic image, Figures. 4(b), and (f)
represent the results of generating a three-dimensional generative image using the
proposed method and Figures. 4(c), and (g) are images generated using the cGANs
method. Finally, Figures. 4(d), and (h) show the images generated by the DCGAN
method. When compared to other implementation methods, VAE-3DSDFCycleGAN
produced clearer three-dimensional images, according to a visual inspection of the
results generated by the proposed results.

Additionally, we demonstrate that the suggested model outperforms the
DCGAN and cGANs techniques employed in our implementation in terms of
producing 3D image quality that is higher, more comprehensive, and more
accurate. The corresponding training loss values of the chosen models with the
suggested model are shown in Table II.

Table 2. Generator and Discriminator Loss Values with different epoch values

Epoch cGANs DCGAN Proposed model
VAE-3D SDFCycleGAN

Discrimin  Generator loss Discriminator Generat  Discriminato  Generator

ator loss (x10) loss (x10) or r loss Loss
(x10) Loss (x10) (x10)
(x10)
50 0.232 0.267 0.311 0.334 0.218 0.22
100 0.226 0.299 0.331 0.347 0.353 0.29
150 0.453 0.291 0.352 0.335 0.319 0.25
200 0.323 0.283 0.351 0.341 0.321 0.21
250 0.433 0.224 0.377 0.369 0.306 0.21

Table II displays the training loss iterations for each model. It is evident from
these that the suggested model has lower content loss values than the other
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models, indicating that the generated image content is consistent with the original
image. The generator and discriminator loss curves from the GAN training
procedure are displayed in Figure 5. These curves shed important light on the GAN
model's convergence and performance, clarifying the learning dynamics and
stability attained during the training rounds.

11

06
—— Discriminater
05 Generator

0 50 100 150 200 250
Epochs

Figure 5. Loss of Generator and Discriminator Values in the VAE-3D-
SDFCycleGAN Training Process
The graph shown in Figure 5 provides insights into the convergence and
stability of the model, which is one of the study's goals. This graph depicts the
model successfully generating real images and the discriminator can’t tell apart
(the higher the generator loss function and the lower the discriminator loss
function the better the system).

4. Quantitative Evaluation of Proposed and Selected GAN Methods on COCO
Africa Mask Datasets
In addition, the performance of each method is evaluated by quantitative
evaluation in terms of the FID, IS, SSIM, PSNR, MSE, LPIPS and CD scores. The
summarized results generated images are shown in Table III.
Table 3. Performance Evaluation of GAN Baseline Methods

Model FID IS PSNR SSIM MSE CD LPIPS
ArtGAN[20] 22.8 8.40 19.76 0.56 - - 1.346
LRGAN][25] - 7.17 - 059 80.22
MSGAN[26] 28.44 - 17.78 - 7311
PROGAN][27] - 17.8 23.1 0.57 59.75
SNGAN[28] 22.81 13.5 27.2 0.65 65.12 - -
Proposed 10.03 18.5 33.1 0.66 55.12 0.313 0.24
model

Table III presents an additional analysis of the generated images'
performance to FID, IS, SSIM, PSNR, MSE, CD, and LPIPS. Based on the outcome
displayed in Table III, the suggested model has an FID score of 10.03 and an IS
score of 18.52. When the FID and IS scores are lower, the images generated by the
suggested method resemble the original input image more. The generated image is
like the original input image when compared to it using the suggested method,
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which yields an SSIM score of 0.662, a CD of 0.313, a PSNR score of 35.15, and an
LPIPS of 0.244. Furthermore, the suggested approach produced an MSE of 55.12.

5. Benchmarking Proposed Model with Other Existing Techniques in Literature
The comparison of the proposed model with other approaches in terms of
FID, IS score, PSNR, SSIM, MSE, CD and LPIPS score is shown in Table IV.

Table 4: Comparative of Proposed Model with Baseline Models
Models  Performance

FID IS SSIM  PSNR MSE CD LPIPS
CGANSs 17.43 1111 0.613 2413 84.78 0.833 1.985
DCGAN 19.22 1422 0.524 2232 88.01 0.922 1.376

Proposed 10.03 18.52 0.662 33.15 55.12 0.313 0.244
Model

From Table 1V, the proposed model shows significantly better performance
on the Coco African Mask datasets with FID of 10.03, IS of 18.52, PSNR of 33.15,
SSIM of 0.66, MSE of 55.12, Chamfer Distance of 0.313 and LPIPS of 0.98 compared
to other models. It's worth noting that the higher the IS, PSNR and SSIM of the
model the better image quality generated, and the lower the FID the better the
structural features that the proposed methodology exhibits when compared with
selected baseline techniques.

6. Experiment 2: Quantitative Evaluation of the Designed Application
i. Login/Sign up Feature
This login feature shows where artist and user can create their username and
password to sign off to the art gallery. The user details are stored in the database,
After the sign the user can use the registered details to log into the art gallery, the
capture of the application is shown in Figure 6.

30
Virtua
Museum

Welcome back :)
Sign in 1o manage your artwork:

an account? Sign in

Figure 6. Login Graphical User Interface for 3D-art Web-Based Virtual
Gallery.
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ii. Home Page Feature

Here the details regarding the art are displayed in terms of the information
that is needed. On this page, there are features such as gallery, chart, profile, and

sign-out at the upper menu. A screen capture of the home page is shown in Figure.
7.

)ri - "I.?.".m»: 4
4 J
. £
: 4 Yy
Define Your ART. 3 / y y ey
4 4 £ /_" 4 y
We Host It £ 4 . / '
! 4 f / N &
y ¢ Piot /
4 Z Py A

Expiore shics

Figure7. Home Page Intérféce for 3D-ért Web-Based Virtual Gallery.

iii. Artist Gallery Feature
The art gallery features the uploaded image by the artist as shown in Figure

n
Virtual
Museum

' " Profle Cat O o Dorcas Esan
Home Marketplace Profle Cart Orders Sign cul

@ofadayojadesolat0@gmail com

African Mask R200 AGOG MASK R1200 Queen Mother lyoba) R3000
Mpela Mpjana Dorcas Esan Dorcas Esan
L) .| it @ Vi 0 0 Whddtocat @ Viewin 30

Nefertiti from the Egyptian  R2000 ORI OLOKUN R1000

African Mask R1200

Dorcas Esan Dorcas Esan

[} Bhddtocan @ Viewin3D 0 ¥ Add to cant ) Whddtocan @ Viewin 3D

Figu;'e 8. Artwork Showcase Interface Gallery Interface for 3D-art Images.

The uploaded images contain the name of the images uploaded and the

selling price of each image. The user can click on any image and add them to the
chart basket.
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iv. 3D-Virtual Gallery Feature

This feature consists of different room sections where the artist displays the
different images as shown in Figure 9. These images can be viewed in 3-D
dimensions to show detailed information about the image in the gallery.
Furthermore, at this gallery the information that clearly explains the image is
included in this 3D virtual gallery for understanding of the users.

Figure 9. 3D-Artwork Exhibition Room.

7. Experiment 2.2: Qualitative Evaluation of the Designed Applications on User
Satisfaction Using Questionnaire.
This section presents the results of the study based on the data collected

from the questionnaires given to participants and the corresponding responses are
presented in subsequent sections:

1. Demographic
Q1: What is your Gender?

From the 40 questionnaires distributed to both genders (female and male),
75% were female and 25% were male as shown in Figure 10.
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Participants Gender

75%

= Male = Female

Figure 10. Total Number of Genders Participated in the Questionnaire.

Q2: What is your level of study?
Figure 11 shows the percentage of the participant's level of education used in
the study.

Participants Level of Study

12.50%

= National Diploma = Bachelor = Masters = PhD

Figure 11. Participant Level of Study.

In comparison to other levels of study, 55% of the participants have a
National Diploma, 12.5% of the participants have a PhD degree, a total of 22.5%
have a bachelor’s degree, and 10% of the participants are master’s degree holders.

2. User Satisfaction towards using the Art web-based Gallery Applications
To assess the level of user satisfaction with the use of an art web-based
gallery, the following questions were asked.

Q3: Have you used any art gallery before?

The participants were asked in the questionnaire if they had any prior
experience with any art gallery. The responses gotten from the participants are
shown in Figure 12.
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Have You Used any Art Gallery Before?

65%

= Yes = No

Figure 12. Respondent’s prior use of art gallery.

Figure 12, the percentage of participant's responses to previous usage of any
art gallery. It can be seen that 65% of the participants have no prior experience in
using any art gallery and 35% of the questionnaire partakers have used an art
gallery previously.

Q4: Does the art gallery allow you to view artistic image exhibitions in 3-
dimension?

Here, the respondents were asked if the website allows them to view artistic
images in a 3-dimensional view. The response distribution is shown in Figure. 13.

Does the Art Gallery Allow You to View Artistic
Image Exhibitions in 3-Dimension?

5%

Figure 13. Respondents’ response to viewing images in 3-dimensional.

From Figure 13, it is observed that 95% of the respondents confirmed that
they were able to view the images in 3-D while 5% of the participants were unable
to view images in 3D.

Q5: How is your interaction with the artistic gallery?

From the questionnaire, the participants were asked about their experience
in interacting with the new web-based artistic gallery. The responses of the
participants to the questionnaires are shown in Figure. 14.
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How is your Interaction with the Artistic Gallery?

2.50%

52.50% 45%

B Bad MFair MGood M Excellent

Figure 14. Participants' satisfaction rate in using the art gallery applications.

Figure 14 shows that over half of the participants (61.7) said their interaction
with the gallery was excellent, 24% agreed their interaction was very good, 10 said
it was good and none said it was fair or poor.

Qé6: Is the art gallery interface user-friendly?

The respondents were asked about their satisfaction with the art gallery
interface and whether it is friendly or not. The participant's answer is shown in
Figure 15.

Is the Art Gallery Interface User-Friendly?

mYes mNo

Figure 15. Participants' responses related to the gallery applications
interface.
Figure 15 shows that all the participants said the art gallery was user-
friendly.

Q7: Is uploading artistic images an easy task?
The question regarding the ease of uploading artistic image content was
asked and the response of the respondents is shown in Figure 16.
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Is Uploading Artistic Images an Easy Tasks?

2.50%

82.50%

= Disagree = Neutral = Agree

Figure 16. Respondents’ ease of use of the applications for uploading tasks.

From Figure 16, 55% of respondents argue that they are easy to use artistic
web-based galleries for uploading artistic image content, 30% of the respondents
agree that uploading image content is hard to administer and only 5% of
participants disagree with the statement.

Q8: On a scale of 1-10 rate, how easy is the use of the artistic web-based
gallery?

To assess the ease of use of the artistic web-based gallery for image viewing,
image uploading, downloading etc., the question regarding how easy or convenient
the use of the artistic web-based gallery application was asked, and the response is
shown in Figure 17.

On a scale of 1-10 Rate, How Easy is the use of
the Artistic Web-Based Gallery?

0.1
. |
1-3(Bad) A-6(Fair) 7-10(Good)
B Series1 10% 90%

Figure 17. Respondents’ rating of artistic gallery applications.
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From the 40 questionnaires given, 90% of the respondents rated the art
gallery excellent (7-10) and indicated that the platform was easy to use, 10% (4-6)
responded that the platform is good to use. Also, no one indicated that the platform
is difficult to use. This result indicates that the use of the platform was easy and
convenient for users to view and interact with different artistic images.

E. Conclusion

Virtual exhibitions have been considered to have the potential to present
artistic work in digital form to people regardless of distance and time. This study
has presented the development of an artistic web-based gallery inclined on GANs
to address the issue of the artistic web which suffers from being too passive and
lacks in-depth interactivity to virtually keep people meaningfully engaged with an
exhibition which consequently leads to user lack of satisfaction. Different
experiments were conducted using the proposed VAE-3DSDFCycleGAN on the
Coco African Mask art dataset. The result of the generated images of the proposed
method was compared with other baseline methods and the results show that the
proposed method generated images like the original image compared to other
GANs methods used in the implementation for comparison.

The web-based application was developed to allow users to view the artistic
work in different viewing directions and appreciate the quality of the artwork. A
questionnaire is administered to the user and the feedback of their evaluation is
analyzed as shown in Figures. 10-17. The participants' feedback shows that users
were satisfied with using the virtual art gallery compared to being physically
present at the museum. Also, the participants were satisfied with the interface of
the application and the three-dimensional view of the art images generated.

Research on artistic image generation using GANs and the development of its
applications is still in its infancy stage. However, preliminary pieces of evidence
have been obtained in this study that interactive art web-based gallery
applications on GANs have potential applications in the creativity of artistic works.
In future, further development related to information media design and the
development of a wider range of art content could be investigated.
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